Data Sharding in
OLTP Systems



Who is this guy with
heavy accent?

« Director of Development at Actsoft.

o I'mresponsible for DB Design and Development of OLTP system handling
~2500 TPS during peak time

« 9+ years of experience with Microsoft SQL Server

« MCITP

o SQL Server Database Developer 2005, 2008
o SQL Server Database Administrator 2008

« MCPD

o Enterprise Application Developer

« Blog: http://aboutsqlserver.com
o Session will be available for download

« Email: dmitri@aboutsglserver.com
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Let’s define the problem

GBs / # of clients

« What options do we have when system is about to

outgrow the hardware?

o Upgrade

« It's a shame that CEO and CFO do not share our passion of buying
new hardware

o Optimize, optimize, optimize!
« Biggest bang for the buck but even optimization has it's own limit
o Reduce the server workload

® Dmitri Korotkevitch (http://aboutsqglserver.com)



Agenda

« We're on Bl tfrack but this session does not have
anything to do with BI

« Discuss various technigues and architectural

approaches that reduces the server workload

o Canonical technique - Building separate reporting server(s)
o Data Sharding by the book (Share Nothing)
o Sharding of operational and archive data with vertical partitioning

» This is boring PowerPoint based session
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Building Reporting
Server(s)

What's available out of the boxe
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Reporting Servers

Reporting Instance
(Read only)

Master Instance
(Read / Write)

Reporting Instance
(Read only)

. Operational activity done against Master Instance
. Reporting activity done against Reporting instances

. In some cases data in Reporting instances could be
transformed

. Can be implemented as part of High Availability Technologies
o Extra Licensing cost
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Using Replication

> &

Master Instance Reporting Instance
(Read / Write)

Almost Real Time (latency is in seconds)

Can be set up on subset of tables/data

Can be bi-directional

Introduces additional overhead (maintenance)
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Using Log Shipping
4

Master Instance Reporting Instance
(Read / Write) (Read only)

« Latency depends on configuration
« Enfire database is replicated
« Read only access only

« Simpler setup and maintenance than with
replication
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Using DB Mirroring

> £

Principal Mirror = Database
Snapshot

« Read-only access to database snapshot from the
Mirror (Enterprise Edition only)

« Latency depends on Snapshot recreation fime

 Development challenges due Snapshot

maintfenance

o Failover support
o Client connections during snapshot recreation
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Scalable Shared Database
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Conclusions

« All methods but replication have latency updating

reporting instances

o Iflatency is not acceptable application server needs to query/merge
data from the multiple sources

« Some methods introduce interruption of the service
for reporting activity

« With Log Shipping and Mirroring reporting database
Is exact replica of production

* With other methods data in reporting instances can
be transformed
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Data Sharding by the Book

Share Nothing Architecture
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Architecture at a glance
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Data Sharding in general..

Pros Cons
* Lower infrastructure « Higher operational cost
cost o Need to support multiple

o Scale-out is typically cheaper SEIVers

than Scale-up

* Systemis partially - DR/HA solutions need
available if some to be implemented on
shards are down the shard level

* Almost unlimited  Higher development
scalability when cost

properly architected
o Befter “cloudability”

o Azure —restricted DB size
o AWS —1/0O system limitations
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“Share Nothing” in particular..

« Schema is identical for each
Shard

« Good when:

o System has very small dependencies
between the shards

o Business logic can be implemented within
the shard

o Cross-shard unions and joins are minimall

« There is the Data Warehouse for
reporting/analysis purposes

o There are no issues with legacy code
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Example 1 — GPS Tracking

Gps Tracking

i Billing
g CRM / Support - — — — — — — .

Everything depend on
Account

We can shard the
system by sets of
accounts

GPSReadings

PK | GpsReadingld

FK1 | Accountld ‘
FK2 | Deviceld

GpsReadingZones

PK,FK1
PK,FK2
PK,FK3

Accountid
GeoZoneld

GpsReadingld
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DeviceEvents Devices
PK | DeviceEventid —p PK Deviceld
FK1 |GpsReadingld P ek1 | Accountid
FK2 | Deviceld
FK3 | Accountld
Accounts
’PK Accountld <
P>
A
GeoZones
PK GeoZoneld
>FKl Accountld
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Example 2 — Online retailer

linventory
| Inventory Management
| %

Orderfntry - ——————— — — — — —
ICreditCardProcessor
—— Billing

1
|
|IFulfilmentService
Fulfilment

Orderltems
Orders Articles
- . | PK | Orderitemid o
' FK1 | Customerld E:; 2:::;251
Customers T
PK |Customerld T
§ Inventory
Payments Fulfillmentinfo
PK,FK1 | Warehouseld
PK | Paymentid PK | Fullfilmentid PK,FK2 |Articleld
X FK1 | OrderIiD FK1 | Orderltemld
HOW TO SUpporT FK2 | Customerld FK2 V\;a;rh:;:em
o Shared list of Articles
o Inventory management v
o Fulfillment process Warehouse
o Customer Billing PK | Warehouseld
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Online Retailer - SOA

Credit Card

Processor
N
| D Inventory
Management
Customer Order Entry Credit Card Processor Inventory Manager Fulfillment Service

I A | | |
:( New Order Acknowledgement l : : :
| i Process Payment | | |
| | > | |
: !, Payment Status ! : :
!, Payment Confirmation i\ i | |
r i Resewat.ion Request : :
| | t A |
| :( Reservation Confirmation ! |
: | | Fulfillment Request | :
| | t t A
:( ! Shipment Na!:iﬁcation ! !
| i i |
| | | |
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Shard Criteria

e Beware of uneven data distribution

o Shard by region — what if East Cost does 90% of the sales?

o Shard by ID range (1..100,000; 100,001..200,000) — what if one of the
customers produces 100™ times more data than others?

 One possible way:
o SHARD # =D mod TOTAL_#_OF_SHARDS
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Conclusion

« Share-Nothing approach is good when

O

O

O

Shards are independent from each other
There are very small number of catalog entities

Business logic can be either implemented within the shard or system
designed as SOA

Legacy code can be supported
Operational cost of supporting multiple servers is acceptable

® Dmitri Korotkevitch (http://aboutsqlserver.com)

e 20



Vertical Partitioning by
Operational Periods

When “Share Nothing” Approach is not the best choice

® Dmitri Korotkevitch (http://aboutsqlserver.com)
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Do we need old data?

* |n most OLTP systems users rarely work with old data

o Online Retailer
« How often customers look at the old closed orders?

« How often business needs to access raw data that does not belong to
current or previous tax period?

o GPS Tracking
« Operational activity — data from today

* Analysis of the old data (Breadcrumb trails) limited to the 2 last
payroll/billing periods
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What if..?

and recent
transactional data

talog ent@

=

Linked Servers

D
2010 data | =) =

Transactional
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6009 data
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5 What if..?
Legac % Catalog entities
S % N and most recent
Current Data operational period(s)

Archived
Data

Transactional
data only
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Comparing the methods

Vertical Partitioning

« Data dependencies are
much less important

« Scalability limited by the
server hosted current
operational data

o “Cloudability™ is limited by
operational server

« Requires operational server
to be available all the time

 lLegacy is easier to support

 Lower development cost

® Dmitri Korotkevitch (http://aboutsqlserver.com)

Share Nothing
Either

o Shards are self-contained
o System implemented as SOA

Almost unlimited scalability

Clouds-friendly

System is partially available if
some shards are down

Legacy is the huge issue

Higher development cost
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What to archive

* Transactional data only
o Keep catalog entities in the main database

- Keep related data together — goal is o minimize
cross-server joins

« Use same archiving schedule for different entitfies if
possible

® Dmitri Korotkevitch (http://aboutsqlserver.com)
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xample 1 — GPS Tracking

. IAccountManagement
Billing -—————==—=—== Gps Tracking
|AccountStatus
|
|
|
|
_______ | ’
CRM / Support GPSReadings
PK | GpsReadingld ; i
DeviceEvents Devices
FK1 Accountld ‘ PK DeviceEventld ’ PK Deviceld
FK2 | Deviceld
FK1 |GpsReadingld P Fk1 | Accountid
FK2 | Deviceld
FK3 | Accountld
Accounts
P PK | Accountid (g
>
GpsReadingZones GeoZones
PK,FK1 | Accountid PK | GeoZoneld
PK,FK2 | GeoZoneld
PK,FK3 | GpsReadingld ’FKI Accountld
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Example 2 — Online retailer

i Order Entry

linventory
| Inventory Management
| %

|
|FulfilmentService
Fulfilment

-1

Orders

OrderlD

Customerld

Customers

PK

Customerld

A

‘_.

Payments

« Shard Nothing - How to
support

o Shared list of Articles
Inventory management

O
o Fulfilment process
O

Customer Billing

PK

Paymentid

FK1
FK2

OrderID
Customerld
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Orderltems
Articles
Orderitemid
| PK | Articleld
FK1 | OrderiD
FK2 | Articleld
A T
Inventory
Fulfillmentinfo
PK,FK1 | Warehouseld
PK Fullfilmentid PK,FK2 | Articleld
FK1 | Orderltemlid
FK2 | Warehouseld
A 4
Warehouse
PK | Warehouseld
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Getting Data..

Get Data Reques

B create table dbo.DataPlacements

4

-- Entity/Table we're archiving
Entity sysname not null,

== Archive date

MaxDate datetimeZ(0) not null,
== Destination / Archive Serwver
ArchiveServer smallint not null,

constraint PK DataPlacements

primary key clustered(Entity, MaxDate)

=

52 HMS'Q; Messages |

Get Archived Data

Entity I MaxDate | ArchiveServer I

' AuditTrall | 200912-31 235959 1

E O LTSN S

AuditTral ~ 2010-12-31 23:5953 2
Orders 2009-12-31 23:5959 1
Orders 2010-12-31 2359658 2

Requested Data

AppServer Operational Server Archive Server
t I :
A | |
| | |
| |
I Analyze Data Placemen | I
| |
| p | |
| ol | |
/ | |
q : Get Current Data : :
I | I
N Current Data | |
¢ 1 I
t
|
|

T
Archived Data |

¢ T

-

| |
|
D Merge Data From Multiple Sources
|
|

— -

|
] |
| |
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App Server Considerations

« System must have dedicated Data Access Layer
« 2-fiers data access is preferable

o App server code

o Stored Procedures that return unified result sets rather than lookup/merge

on app server side
create proc dbo.DAL Prod GetOrders

@StartDate datetimeZ (0),
@StopDate datetimeZ (0)

as
select
o.0rderId, o.0rderNum, o.0rderDate,
o.CustonerId, c.CustomerName, o.Amount
from
dbo.0Orders o join dbo.Customers ¢ on
o.CustonerId = c.CustomerId
where
o.0rderDate between @StartDate and @StopDate

® Dmitri Korotkevitch (http://aboutsqglserver.com)

create proc dbo.DAL_Archive_GetOrders

@StartDate datetimeZ (0),
@StopDate datetimeZ (0)

as
select
0.0rderId, o.0rderNum, o.0rderDate,
o.CustomerId, c.CustomerName, o.Amount
from

dbo.0Orders o 7 -Jl@UCTION. StoreDb.dbo. Customequ
o.CustomerId = c.Customerld

where
o.0rderDate between @StartDate and @StopDate
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Cross Server Joins

0 0% 1 2% 1 150/6 == 10K Rows in dbo.Custoners
10 960 10.960 exec dbo.DAL_Archive_GetOrders 'Z010-02-01', 'Z010-02-0Z°'
) —=={c] by -
SELECT Nested Loops Clustered Index Scan
(Inner Join) [Orders].[PK_Orders]
3.7% 1 836%
ﬁ, 4,000 E —t00 000 1=
10,960 | —
Index Spool Compute Scalar Remote Query
(Lazy Spool)
0.0% 4.5% 52%
10,960 10,960
T e 23 @,
SELECT Hash Match Clustered Index Scan
(Inner Join) [Orders].[PK_Orders]
0.0%
m
== 500K Rows in dbo.Custoners
exec dbo.DAL_Archive_GetOrders '2010-02-01', '2010-02-02' 500,001 -

go

® Dmitri Korotkevitch (http://aboutsqglserver.com)
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Cross Server Joins

create index IDX Orders_OrderDate on dbo.Orders(OrderDate)

include (CustonerId)
go

create proc dbo.DAL_Archive_CGetOrders
{
@StartDate datetimeZ(0),
@StopDate datetimeZ (0}
)

as
begin
declare

@Customers wvarchar (max)
create table glustomers|

CustomerId int not null primary key,

CustomerName nwvarchar (64)

)

== Generate XML: <Data><R @C="1"/>..</Data*>
;with AnML (XmlVal)

as

(

select CustomerId as '@C'

from dbo.Orders

where OrderDate between @StartDate and @StopDate

for XML PATH('R'), ROOT{'Data')

!

select @Customers = CONVERT (varchar (max)  XMLVal)
from AnXML

insert into fCustomers (CustomerId, CustomerName)

exec PRODUCTION. StoreDb.dbo.DAL Shard GetCustomerList @Customers
select o.0rderId, o.0OrderNum, o.0OrderDate,

- Anmount
fromfdbo.0Orders o join $lustomers clon o.CustomerId = c.CustonerId
wher = ] and @StopDate

end

® Dmitri Korotkevitch (http://aboutsqglserver.com)

« Introduces a lot of
overhead. Consider pros
and cons before
implementation

 Good when you know
that Customer List is small

 Best when SP needs to
filter by Customers too

create proc dbo.DAL Archive_ GetOrdersWithCustomerFilters
{

@StartDate datetimeZ(0),

@StopDate datetimeZ (0),

@Customerlist dbo.tvpCustomerIDList READONLY
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Beware of XML

alter table dbo.Customers add Attributes xnl
go

select
0.0rderId, o.0OrderNum, o.0OrderDate,
o.CustomerId, c.CustomerName, o.Amount
from
dbo.0Orders o join PRODUCTION.StoreDB.dbo.Customers c on
o.CustomerId = c.CustomerId
where
o.0rderDate between @StartDate and @RStopDate

=]
3 Messages |

Msg 9514, Lewvel 16, State 1, Line 6

Xul data type is not supported in distributed queries.

Remote object 'PRODUCTION. StoreDB.dbo.Customers' has xml column(s).

create wview dbo.wvCustonmers (CustomerId, CustomerName)
as

select CustomerId, CustomerName

from dbo.Custoners

select
o.0rderId, o.0OrderNum, o.OrderDate,
o.CustomerId, c.CustomerName, o.Amount
from
dbo.0Orders o join PRODUCTION. StoreDB.dbo.vCustomers c on
o.Customerld = c.Custonerld

where
o0.0rdexrDate between @StartDate and @StopDate

® Dmitri Korotkevitch (http://aboutsqglserver.com)
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Archive Server Availability

« Define the strategy how to handle cases when

archive instance is down

o Read-only reporting — run against operational database and present
warning message to the user

o Read-write activity — either rollback or implement asynchronous approach
« Queue table with SQL Jobs
« Service Broker
 Beware of Stored Procedures recompilation when

linked servers are referenced
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Moving data, storing data

« Custom code, SSIS, Replication, ... - whatever works

« Operational server —sliding window pattern

o Partition data if possible
* Move data on partition-by-partition basis
« Consider to move data from the temporary table after partition switch

« Optimize data schema on Archiving server for
reporting rather than for operational activity

« Data compression

o Operational server — use ROW level compression
o Archive servers —use PAGE level compression

« Use multiple filegroups with Archive server. Think
about piecemeal restore.
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Conclusion

« Vertfical partitioning is good solution when

o There are alot of dependencies in the system
o There are alot of legacy software that needs to be supported

 Implement 2 tier Data Access Layer with client
code and stored procedures

« Beware cross-server joins

« Opftimize data schema on Archiving server for
reporting purposes

* Implement error handling strategy for the cases
when Archive server is down

® Dmitri Korotkevitch (http://aboutsqlserver.com)
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Q&A

« Thank you for attending!

 Session will be available for download

o http://aboutsalserver.com/presentations
o http://salsaturday.com

 Email: dmitri@aboutsglserver.com
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